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METHOD AND SYSTEM FOR FORMING
IMAGES BY COMPARING SUBSETS OF
IMAGE DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation-in-part of and claims
priority to U.S. patent application Ser. No. 12/881,364
entitled “METHOD AND SYSTEM FOR FORMING VERY
LOW NOISE IMAGERY USING PIXEL CLASSIFICA-
TION” (hereby incorporated by reference) by Lam Huy
Nguyen and Jeffrey Sichina, filed Sep. 14, 2010, which is a
continuation-in-part to U.S. patent application Ser. No.
12/331,888, filed on Dec. 10, 2008, by Lam Nguyen and
Jeffrey Sichina, which is incorporated by reference herein,
now U.S. Pat. No. 7,796,829, and to which priority is claimed.

STATEMENT OF GOVERNMENT INTEREST

The invention described herein may be manufactured,
used, and licensed by or for the United States Government.

BACKGROUND OF THE INVENTION

The present invention relates to the generation of images
from projection measurements. Examples of images-gener-
ated from projection measurements include two-dimensional
and three-dimensional SAR (synthetic aperture radar) sys-
tems. SAR is a form of radar in which the large, highly-
directional rotating antenna used by conventional radar is
replaced with many low-directivity small stationary antennas
scattered over some area near or around the target area. The
many echo waveforms received at the different antenna posi-
tions are post-processed to resolve the target. SAR can be
implemented by moving one or more antennas over relatively
immobile targets, by placing multiple stationary antennas
over arelatively large area, or combinations thereof. A further
example of images generated from projection measurements
are ISAR (inverse SAR) systems, which image objects and
many features on the ground from satellites, aircraft, vehicles
or any other moving platform. SAR and ISAR systems are
used in detecting, locating and sometimes identifying ships,
ground vehicles, mines, buried pipes, roadway faults, tunnels,
leaking buried pipes, etc., as well as discovering and measur-
ing geological features, forest features, mining volumes, etc.,
and general mapping. For example, as shown in FIG. 1 of U.S.
Pat. No. 5,805,098 to McCorkle, hereby incorporated by ref-
erence, an aircraft mounted detector array is utilized to take
ground radar measurements. Other examples of systems
using projection measurements are fault inspection systems
using acoustic imaging, submarine sonar for imaging under-
water objects, seismic imaging system for tunnel detection,
oil exploration, geological surveys, etc., and medical diag-
nostic tools such as sonograms, echocardiograms, x-ray CAT
(computer-aided tomography) equipment and MRI (mag-
netic resonance imaging) equipment.

Synthetic aperture radar (SAR) systems have been used in
many applications to provide area mapping, surveillance, and
target detection. The radar is usually mounted on an aircraft or
a ground-based vehicle configured with transmitting and
receiving antennas to transmit and measure the reflected radar
signals from the areas of interest. Through signal processing,
the reflected radar signals collected along the flight path are
combined to form the SAR image for the area along one side
(side-looking mode) or in front of the radar (forward-looking
mode).
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2

There is a major challenge that SAR (or other imaging
systems) must face. The resulting imagery is contaminated
with 1) system noise (due to system components), 2) inter-
ference noise (due to internal and external sources), and 3)
sidelobes from large targets. The first two types are additive
noise and the last type (sidelobes) is multiplicative noise.
These sources result in a high noise floor level in SAR imag-
ery and reduce the ability of the radar system to detect small
targets, especially if these targets are located in the proximity
of larger objects (natural or manmade). For other systems
such as medical imaging systems, the detection of small
targets (subtle features, tumors) in the presence of noise and
other large objects is also a big challenge.

There have been numerous techniques that have been
developed to suppress the additive noise. Suppression of the
multiplicative noise is a much more challenging task since the
noise level (sidelobes) is proportional to the size (radar-cross-
section) of the in-scene targets. Conventional shift-invariant
windows have been used to reduce or suppress the sidelobe
artifacts at the expense of resolution and a reduced signal-to-
noise ratio (SNR). A family of spatially variant apodization
techniques has been developed to address the sidelobes prob-
lem. These spatially variant apodization techniques generate
nonlinear imagery (the phase information is not preserved in
the resulting imagery). In U.S. Pat. No. 7,796,829, entitled
“Method and System for Forming an Image with Enhanced
Contrast and/or Reduced Noise” a nonlinear imaging tech-
nique called Recursive Sidelobe Minimization (RSM) was
disclosed that significantly reduces the noise, level in real
SAR imagery by 510 dB. More recently; ARL invented
another method, Image Formation by Pixel Classification
(IF-PC), which significantly improves the suppression of the
noise level over Recursive Sidelobe Minimization mage For-
mation by Pixel Classification achieves state-of-the-art per-
formance that generates virtually noise-free imagery. The key
idea of Image Formation by Pixel Classification is to classify
each pixel of a sequence of subaperture SAR images into a
real object class or a noise class based on a magnitude of the
pixel’s normalized standard deviation. If the normalized stan-
dard deviation is larger than a threshold, the pixel is classified
into the noise class. Otherwise, the pixel is classified into the
target class. Despite its superior performance in noise sup-
pression, Image Formation by Pixel Classification still has
two important features that could be further improved. First,
the Image Formation by Pixel Classification technique is still
based on a nonlinear signal processing technique.

The pixel classification process (real object/noise) is com-
puted using magnitude data, and thus, the results are also
magnitude imagery. This type of imagery is appropriate for
applications that only require magnitude information. How-
ever, the complex imagery contains much more information
(phase and frequency response), which may be the key for
target discrimination and classification. Although the target/
noise classification information from Image Formation by
Pixel Classification could be employed in conjunction with
the baseline complex imagery to derive the noise reduced
complex imagery, this indirect operation could result in the
discontinuity in the complex imagery. Second, the pixel clas-
sification process in Image Formation by Pixel Classification
depends on the statistics of a single pixel across multiple
iterations, thus does not capture the local spatial correlation
across many pixels from the same object.

Back Projection of SAR Image

Systems which produce images from projection data gen-
erally use techniques in the time domain, where a backprojec-
tion-type algorithm is used, or frequency domain, where Fou-
rier transforms are used. For example, time domain
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backprojection-based techniques have been used for numer-
ous applications, including x-ray CAT scans, MRI and sono-
grams. Historically, medical people have preferred back-
projection because its artifact levels were lower than those
using fast Fourier transform (FFT) approaches.

Synthetic aperture radar systems have been used in appli-
cations such as area mapping, surveillance, and target detec-
tion. The radar is usually mounted on an aircraft or a vehicle
configured with transmitting and receiving antennas to trans-
mit and measure the reflected radar signals from areas of
interest. Through signal processing, the reflected radar sig-
nals along the flight path are combined to form the SAR
imaging for side looking or forward looking surveillance.

SAR imaging is complex for a variety of reasons. First, the
data is not inputted at equally distant (or known) points.
Instead, data may be inputted in a non-uniform manner from
an aircraft that is buffeted by the wind or from a ground
vehicle that traverses rough ground. Therefore, motion com-
pensation must be introduced in order to produce sharp
images. Second, the subject objects need not be point sources
but may be dispersive—where energy is stored and “re-radi-
ated” over time. Ground penetrating SAR adds the complica-
tion that the media propagation velocity varies which com-
plicates seismic processing. For many SAR applications,
especially for high-resolution, ultra-wide-angle (UWA),
ultra-wide-bandwidth (UWB) surveillance systems, the task
is particularly problematic because the data sets are large,
real-time operation is essential, and the aperture geometry is
not controlled. For example, small aircraft buffeted by the
wind can affect SAR data due to significant off-track motion
and velocity changes. As a result, the data is not sampled at
equally spaced intervals.

Backprojection techniques provide many advantages;
including sharper images. Although prior art backprojector
implementations may generate image artifacts; they are con-
strained to be local to the object generating the artifacts and
generally lie within the theoretical sidelobes. Side lobes are
the lobes of the radiation pattern that are not the main beam or
lobe. In an antenna radiation pattern or beam pattern, the
power density in the side lobes is generally much less than
that in the main beam. It is generally desirable to minimize the
sidelobe level (SLL), commonly measured in decibels rela-
tive to the peak of the main beam. The concepts of main and
side lobes apply to (but are not limited to) for example, radar
and optics (two specific applications of electromagnetics) and
sonar. The present invention is directed to techniques which
minimize the effects of theoretical sidelobes in order to pro-
vide enhanced images.

Backprojector techniques also allow for non-uniform spac-
ing of the projection data. The non-uniform spacing is
directly accounted for in the index generation, which is
important when compensating for aircraft motion.

Conventional time domain image formation, or back-
projection, from SAR data, is accomplished by coherently
summing the sampled radar returns for each pixel. In this
context, coherent summation can be thought of as time-shift-
ing the signal obtained at each aperture position (to align them
to a particular pixel) and adding across all aperture, positions
to integrate the value at that pixel. This time-align-and-sum
sequence is repeated for every pixel in the image.

A method and system for forming images by backprojec-
tion is explained in U.S. Pat. No. 5,805,098 to McCorkle,
hereby incorporated by reference as though fully rewritten
herein.

FIG. 1A illustrates an example utilizing the basic concept
of the backprojection imaging algorithm. The radar is
mounted on a moving platform. It transmits radar signals to
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4

illuminate the area of interest and receives, return signals
from the area. Using the motion of the platform, the radar
collects K data records along its path (or aperture). In general
the aperture could be a line, a curve, a circle, or any arbitrary
shape. The receiving element k from the aperture is located at
the coordinate (x,(j), y,,(i), 2,(j))- For bistatic radar (the trans-
mitting antenna 1s separate; from the receiving antenna) the
transmitting element k from the aperture is located at the
coordinate (x{k), yAk), z{k)). For monostatic radar (the
transmitting antenna is the same as or co-located with the
receiving antenna) the transmitting coordinates (x(k), y Ak),
z{k)) would be the same as the receiving coordinates (xz(k),
yz(k), Zz(k)). Since the monostatic radar case is a special case
of the bistatic radar configuration, the algorithm described
here is applicable for both configurations. The returned radar
signal at this receiving element k is s,(t). In order to form an
image from the area of interest, we form an imaging grid that
consists of N image pixels. Each pixel P, from the imaging
grid is located at coordinate (x,(j), ¥,(j), Z,(j))- The imaging
grid is usually defined as a 2-D rectangular shape. In general,
however, the image grid could be arbitrary. For example, a
3-D imaging grid would be formed for, ground penetration
radar to detect targets and structures buried underground.
Another example is 3-D image of inside human body. Each
measured range profile s,(t) is corrected for the R* propaga-
tion loss, i.e. s,'(1)=R*(t)s,(1), where

R = cr
(1) = 3
and ¢=2.997 e®*m/sec. The backprojection value at pixel P(i) is

K (9]
PU) = Y wisk(FU k), 1= j= M
k=1

where w, is the weight factor and f(j k) is the delay index to
s,(t) necessary to coherently integrate the value for pixel P(i)
from the measured data at receiving element k.

The index is computed using the round-trip distance
between the transmitting element, the image (pixel), and the
receiving element. The transmitting element is located at the
coordinate (xAk), yAk), z-(k)). The distance between the
transmitting element and the image pixel P(i) is:

d,(ik)=
VI -2 P+ (07, ) PHEr (k)2 ()P @

The distance between the receiving element and the image
pixel P(i) is

dy(ik)=
\/[(XR(k)—xp(i))]2+[(yR(k)—yp(i))]2+[(ZR(k)—ZP(i))]2

The total distance is

3

d(i k)y=d,(i,k)+d,(i,k) 4

The delay index is
Pk = da(i, k) )
c
FIG. 1B illustrates a typical imaging geometry for an ultra

wide band forward looking (e.g., SIRE) radar. In this case, the
radar is configured in forward-looking mode instead of side-
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looking mode as illustrated in FIG. 1A. In this forward-
looking mode, the radar travels and radiates energy in the
same direction. The general backprojection algorithm
described above applies to the embodiment of FIG. 1B. As
seen in FIG. 1B, the radar travels in parallel to the x-axis. The
backprojection image formation is combined with the mosaic
technique. The large area image is divided into sub-images.
The size of each sub-image may be, for example, 25 m in
cross-range and only 2 m in down-range (x-axis direction).
The radar starts at coordinate A, which is 20 m from sub-
image 1, and illuminates the entire image area to the right.

The following is a description of the platform 10 in FIG. 1B
as it passes four sequential positions 104, 10 10 & 10°
located at x-coordinates A, B, C & D, respectively. The for-
mation of the first sub-image begins when platform 10 is at
the coordinate A, 20 meters from the block labeled “1** sub-
image.” As platform 10 travels in the x direction (as shown in
FIG. 1B), signals emitted from platform 10 illuminates an
entire image area to the right of platform 10, and the reflected
signals are received by an array of 16 physical receiving
antennas 11 positioned, on the front of the platform 10. For-
mation of the first sub-image ends when platform 10 reaches
coordinate C, at approximately 8 m from the block labeled
“1**sub-image.” Accordingly, the radar signal data for the first
(full-resolution) sub-image is received, as radar platform 10
travels a distance of 12 meters (20 m-8 m=12 m) from coor-
dinates A to C, for formation of a two dimensional (2D)
aperture.

The distance traveled during the formation of the two-
dimensional (2-D) aperture is represented by an arrow in FIG.
1B labeled “Aperture 1. When the platform 10 reaches coor-
dinate B, a distance of 2 meters from coordinate A in FIG. 1B,
the formation of the “2"? sub-image” begins and as the plat-
form 10 travels to coordinate D, it uses the received data to
form a second 2-D aperture. The distance traveled by plat-
form 10 is represented by an arrow in FIG. 1B labeled “Aper-
ture 2.” Note that the two apertures are overlapped by 10 m
and the second aperture is “advanced” by 2 m with respect to
the first aperture. Sub-images 1 and 2 are formed from the 2-D
apertures using the same length of travel (12 meters) of the
radar. This process is applied to ensure that image pixels have
almost the same (within a specified tolerance) resolution
across the entire large area. The sub-images are formed from
the radar range profiles using the back-projection algorithm.

The term “noise” as used herein relates to image noise.
There are many sources that cause noise in the resulting
image. Noise can be divided into two categories additive
noise and multiplicative noise. System noise, thermal noise,
quantization noise, self-interference noise, radio frequency
interference (RFI) noise are some examples of the additive
noise. Multiplicative noise is much more difficult to deal with
since it is data dependent. Some sources that cause multipli-
cative noise include: timing jitter in data sampling, small
aperture size compared to image area, the under-sampling of
aperture samples, the non-uniform spacing between aperture
samples, errors in position measurement system, etc. Multi-
plicative noise results in undesired sidelobes that create high
noise floor in the image and thus limit the ability to detect
targets with smaller amplitudes.

BRIEF SUMMARY OF THE INVENTION

A preferred embodiment imaging technique computes the
resulting imagery by using, for example, complex bipolar
SAR imagery data. The preferred embodiment utilizes the
classification of collaborative filtering of overlapping blocks
of pixels from many realizable randomly reduced aperture
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SAR images. These blocks are first classified into either target
class (physical objects) or non-target class (noise, sidelobes)
based on statistics of singular values of a constructed collabo-
ration matrix. If a block of pixels is classified to be associated
with a physical object, its value is computed from the largest
singular-value of the constructed collaboration matrix and its
associated singular vectors. Otherwise the block is assumed
to come from a non-physical object (noise source) and its
value is simply zero. The techniques can be used to suppress
both types of noise: additive and multiplicative, and may be
utilized to generate bipolar complex SAR imagery that is
substantially noise-free.

A block of pixels may be classified into either target class
(physical objects) or non-target class (noise, sidelobes) based
on statistics of singular values of the constructed collabora-
tion matrix. If a block of pixels is classified to be associated
with a physical object, its value is computed from the largest
singular value of the constructed collaboration matrix and its
associated singular vectors. Otherwise, the block is assumed
to come from a non-physical object (noise source) and its
value is simply zeroed out.

A preferred methodology comprises a method for generat-
ing enhanced images of a target-area using projection data
obtained using an electromagnetic radiation source, the
method comprising forming an initial aperture of data points,
containing positional information of the transmitter and
receiver of the electromagnetic radiation; and an associated
data record; randomly removing data points from the initial
aperture to form subapertures with randomly missing data
points; creating a subset of data points from each of the
plurality of subapertures; the subsets containing data points
containing image data for portions of the target area which are
the same or overlapping; comparing the subsets, of data
points to determine variations in the data points indicative of
transient data; based upon the comparison between overlap-
ping subsets of image data, determining whether the subsets
of data points comprise image data relating to physical
objects or noise.

A preferred embodiment comprises a system for generat-
ing enhanced images of a target area using projection data
obtained using an electromagnetic radiation source, the sys-
tem comprising at least one processor, the at least one pro-
cessor having at least one input for inputting the projection
data and at least one output for outputting enhanced image
data, the at least one processor operating to perform the
following: forming an initial aperture of data points contain-
ing positional information of the transmitter and receiver of
the electromagnetic radiation; and an associated data record;
randomly removing data points from the initial aperture to
form subapertures with randomly missing data points; creat-
ing a subset of data points from each of the plurality of
subapertures; the subsets containing data points containing
image data for portions of the target area which are the same
or overlapping; comparing the subsets of data points to deter-
mine variations in the data points indicative of transient data;
based-upon the comparison between overlapping subsets of
image data, determining whether the subsets of data points
comprise image data relating to physical objects or noise.

These and other aspects of the embodiments of the inven-
tion will be better appreciated and understood when consid-
ered in conjunction with the following description and the
accompanying drawings. It should be understood, however,
that the following descriptions, while indicating preferred
embodiments of the invention and numerous specific details
thereof, are given, by way of'illustration and not of limitation.
Many changes and modifications may be made within the
scope of the embodiments of the invention without departing
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from the spirit thereof, and the embodiments of the invention
include all such modifications.

BRIEF DESCRIPTION OF THE DRAWINGS

The patent or application file contains at least one drawing
executed in color. Copies of this patent or patent application
publication with color drawing(s) will be provided by the
Office upon request and payment of the necessary fee.

A more complete appreciation of the invention will be
readily obtained by reference to the following Description of
the Preferred Embodiments and the accompanying drawings
in which like numerals in different figures represent the same
structures or elements. The representations in each of the
figures are diagrammatic and no attempt is made to indicate
actual scales or precise ratios. Proportional relationships are
shown as approximates.

FIG. 1A is a schematic diagram of a generalized conven-
tional technique for image projection.

FIG. 1B is a schematic diagram of ultra wide band (UWB)
forward looking radar imaging geometry and Mosaic imag-
ing.

FIG. 1C illustrates schematically how Back-projection
image formation is applied for each sub-image.

FIG. 2A illustrates an image example utilizing the baseline
SAR imagery using data from the ARL low-frequency ultra-
wideband (UWB) SAR radar.

FIG. 2B illustrates the same SAR image as FIG. 1A with
the application of ARL Recursive Sidelobe Minimization
technique; clearly having a much higher SNR (10 dB) due to
the application of the RECURSIVE SIDELOBE MINIMI-
ZATION technique. Note that although the Recursive Side-
lobe Minimization technique significantly suppresses the
noise level, its resulting image includes only amplitude infor-
mation.

FIG. 2C illustrates the same SAR image as FIG. 2A with
the application of the preferred embodiment block-based col-
laborative filtering technique; which generates SAR imagery
with both amplitude and phase information that contains key
features for target detection and discrimination.

FIG. 3 shows the downrange profiles through a target (lo-
cated at x=0 m, y=176 m in the images of FIG. 2) from both
Recursive Sidelobe Minimization and Block-based collabo-
rative filtering image techniques illustrated in 2B and 2C
respectively. The downrange profiles show that while the
underlying data from the Recursive Sidelobe Minimization
image of FIG. 2B contains only amplitude information, the
data from the Block-based collaborative filtering image of
FIG. 2C preserves both phase and amplitude information.

FIG. 41is a schematic illustration of the overall SAR system
block diagram.

FIG. 5 is a schematic block diagram showing the process-
ing steps of the Block Based Collaborative Filtering tech-
nique that is performed by the SAR imaging subsystem.

FIG. 6 is anillustration of a SAR image generated from the
return data using the standard backprojection image forma-
tion algorithm.

FIG. 7 is a graphical illustration depicting the distribution
of those collective matrices singular values; wherein the
blocks 1-4 represent targets, the second largest singular value
is significantly smaller than the largest singular value; and
wherein for a very challenging target (number 4) with ampli-
tude below the noise floor, the ratio between the first singular
value and the second singular value is relatively large.

FIG. 8 is an illustration showing the resulting image
including all four targets, with target 4 representing a very
challenging case for a SAR imaging system. The noise floor-
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generated by the additive white noise and the sidelobes is
completely wiped out from the resulting image.

FIG. 9 is a schematic illustration of a representation of the
collocated blocks and collaboration matrices.

FIG. 10 is a schematic illustration of the collaborative
matrix and the use of the singular value decomposition
method.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENT

The embodiments of the invention and the various features
and advantageous details thereof are explained more fully
with reference to the non-limiting embodiments that are illus-
trated in the accompanying drawings and detailed in the fol-
lowing description. It should be noted that the features illus-
trated in the drawings are not necessarily drawn to scale.
Descriptions of well-known components and processing
techniques are omitted so as to not, unnecessarily obscure the
embodiments of the invention. The examples used herein are
intended merely to facilitate an understanding of ways in
which the embodiments of the invention may be practiced and
to further enable those of skilled in the art to practice the
embodiments of the invention. Accordingly, the examples
should not be construed as limiting the scope of the embodi-
ments of the invention.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to limit
the full scope of the invention. As used herein, the singular
forms “a”, “an” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises™ and/
or “comprising,” when used in this specification, specify the
presence of stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

It will be understood that, although the terms first, second,
etc. may be used herein to describe various elements, com-
ponents, regions, layers and/or sections, these elements, com-
ponents, regions, layers and/or sections should not be limited
by these terms. For example, when referring first and second
photons in a photon pair, these terms are only used to distin-
guish one element, component, region, layer or section from
another region, layer or section. Thus; a first element, com-
ponent, region, layer or section discussed below could be
termed a second element, component, region, layer or section
without departing from the teachings of the present invention.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which this invention belongs. It will be further understood
that terms, such as those defined in commonly used dictio-
naries, should be interpreted as having a meaning that is
consistent with their meaning in the context of the relevant art
and will not be interpreted in an idealized or overly formal
sense unless expressly so defined herein.

The invention enables the generation of very high contrast
images with greatly enhanced performance. The resulting
benefits are: a) high contrast image with the significant reduc-
tion in the noise level, b) detection of targets with very small
amplitudes, and c) the reduction in the false alarm rate. Such
benefits resultin a substantially improved practical system for
detecting difficult targets, which is an obstacle that most radar
systems are facing today.

Disclosed in now U.S. Pat. No. 7,796,829 (829 Patent)
(hereby incorporated by reference) is a non-linear imaging
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algorithm that significantly improves the background noise
level of the resulting image without negatively affecting the
focus quality (sharpness) as well as the target amplitudes. In
the ’829 Patent, this technique has been denominated as
Recursive Sidelobe Minimization (RSM).

Asdisclosed in U.S. patent application Ser. No. 12/881,364
(hereby incorporated by reference) entitled “Method and Sys-
tem for Forming Very Low Noise Imagery Using Pixel Clas-
sification” (hereby incorporated by reference) by Lam Huy
Nguyen, the classification of pixels is based upon the concept
that noise is transitory. Since most of the pixels in the image
are classified as non-targets, this would generate a very low
noise floor in the resulting SAR image. The remaining pixels
are classified as targets. Each of these pixels will have the
maximum value across many iterations. Thus, the technique
virtually wipes out the noise floor that includes the sidelobes,
and maximizes the responses from the targets. The decision
statistic described) to classify a pixel is the standard deviation
of the pixel amplitudes across all iterations, and normalized
by its mean amplitude.

FIG. 1A shows an imaging scenario. The radar is mounted
on a vehicle (ground-based or airborne). The radar moves
along a path that is formed by the motion of the vehicle. Along
the vehicle path, the radar transmits signals to illuminate the
area of interest, captures the return radar data and its position
data, and combines the data to form the SAR image of the
area. Although FIG. 1A illustrates the radar system that is
configured in side-looking mode, the concept of operation is
the same for the forward-looking or any other configuration
modes. Reference entitled Nguyen, Lam, “Signal and Image
Processing Algorithms for the U.S. Army Research Labora-
tory Ultra-wideband (UWB) Synchronous Impulse Recon-
struction (SIRE) Radar,” ARL Technical Report ARL
TR-4784, describes the ARL radar operations and processing
steps in both side-looking mode and forward-looking mode.
FIG. 4 shows the overall SAR system block diagram. The
return radar signals are first sent to the signal processing
subsystem, where a series of signal processing algorithms are
performed to suppress some of the additive noise from the
radar data. After the signal processing steps, the processed
radar data are sent to the IF-PC imaging subsystem that com-
bines the radar and the position data to form the SAR imagery.
The image formation process typically employs standard
imaging techniques such as the backprojection algorithm, as
described in McCorkle, John, et al., “Focusing of Dispersive
Targets Using Synthetic Aperture Radar,” ARL Technical
Report ARL TR-305 (August 1994) (hereby incorporated by
reference) or the range migration algorithm as described in
Stolt, R. H. “Migration by Fourier Transform,” Geophysics,
43, 1, (February 1978) pages 23-48 (hereby incorporated by
reference). As mentioned previously, although the signal pro-
cessing steps have performed the suppression of unwanted
noise from the return radar data, and the imaging process also
provides additional signal-to-noise gain by coherently inte-
grate radar data from many aperture positions, the noise floor
in the resulting image is still a major challenge for the detec-
tion of smaller targets, especially if these targets are located in
the proximity of the sidelobes of the larger objects. Block
Based Collaborative Filtering generates almost noise-free
SAR imagery. FIG. 5 shows the processing steps of the Block
Based Collaborative Filtering technique, that is performed by
the SAR imaging subsystem.

STEP 1—Form the complete aperture A,.

In this step, the system collects the return radar data, the
coordinates of the receiver, and the coordinates of the trans-
mitter for each position k along the aperture of N positions.
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The radar data at each position is

(). 1<ksN., (1)

The coordinates of the receiver at each position is
(er(R).yp(K) 25 (k)),1<k=N.

The coordinates of the transmitter at each position is

@

(), ()2, (k) 1<k=N. 3

For monostatic radar that uses the same transmitting and
receiving antenna, the coordinates of the receivers (xz(k),
v,(k), z,(k)) are identical to the coordinates of the transmitters
x,(k), y(k), z(k)). Since the monostatic radar case is at
special case of the bistatic radar configuration, the algorithm
described here is applicable for both configurations.

STEP 2—From the complete aperture of N positions A,
generated from step 1, generate a randomly reduced aperture

Q)

where L is the number of iterations that the algorithm com-
putes.

The randomly reduced aperture A, is a subset of the com-
plete aperture A,. This randomly reduced aperture only con-
sists of K positions that are randomly selected from N posi-
tions in A,, where K=p-N and 0<p<1. The typical value for
p=0.8. In this example the value of p=0.8 means that instead
of using all of the positions from aperture A, for imaging,
only 80% of the aperture positions are employed during the
imaging process for this iteration. The selection of K posi-
tions from N positions should be completely random, since
this step is only one out of L iterations that the block-based,
collaborative filtering technique will perform.

One approach to implement this sparse aperture is to gen-
erate a random vector for this i”” iteration:

A;lsi<L,

wyl=k=N ®

where the value of w;; is either O or 1. There are K elements of
W, having the value of 1, and (N-K) elements of w,, having
the value of 0.

STEP 3—Formation of a complex bipolar image I, using
data from the sparse aperture A, (from step 3) and the back-
projection algorithm as described in John McCorkle, Lam
Nguyen, “Focusing of Dispersive Targets Using Synthetic
Aperture Radar,” original ARL-TR-305 August 1994,
reprinted March 2010.

In order to form an image from the area of interest, we
generate an imaging grid that consists of M image pixels.
Each pixel from the imaging grid is located at coordinates

(xp(sypl)zp() 1sj<M ©

The imaging grid is usually defined as a 2-D or 3-D rect-
angular shape. In general, however, the image grid could be
arbitrary.

The backprojection value at j pixel is computed as

N O]
D wisi(f k)
py = dsj<M

N
2. Wik
k=1

where P; is the value of i™ pixel formed using the sparse
aperture A,.

In equation (7), by assigning the value of w,, to be either O
or 1, the weighting factors W, define which aperture posi-
tions contribute to the formed image. From equation (7),
although the summation is performed from 1 to N only data
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from K aperture positions are contributed to the final value of
the image pixel since w,, generated from equation (7) only
contains K non-zero elements. Also note that the value of the
denominator

N
5o
k=1

10
in equation (7) represents the number of non-zero elements.
This value is used as normalization factor for the final image
pixel value.

The delay (shift) index f(k,j) in equation (7) is computed
based on the round-trip distance between the transmitting
element, the image pixel, and the receiving element.

The distance between the k” transmitting element and the
i image pixel is

a4y prr (0P 4y rR)=yp() P+ (21 R)-22)P (® 20

The distance between the k™ receiving element and the j*
image pixel is

() P ()= P+ [ )= ) P+ o (K-

The round trip distance is

d(kj)=d,\(kj)+d>(k,])

The delay index is

10)

30

dk, J
e =282

c

an

35
The bipolar image, which includes both amplitude and

phase information, using the data from the sparse aperture A,
is computed as

11.:<Pl.j> (12) 40
STEP 4—Repeat steps 2 and 3 for L iterations (1=i<L) to
generate [, SAR image realizations I, (i=1,2, ..., L).

For each (overlapping) block, form a corresponding; col-
lective matrix C and then compute the following decision
statistic that is the ratio between the largest and the second
largest singular values of the matrix C:

(13)
50

If d .=m, where m is some threshold, the block is classified
to be associated with a target class. Otherwise, the block is
classified to be associated with a noise class and as a result, its
pixel value is set to be zero.

If a block is classified to be associated with a target class,
the best rank-1 approximation of the matrix C is first com-
puted as

55

60

Cr=au v’ (14)

A noise-reduced version of the current block is computed
as the first column of matrix C,. Note that matrix C, has rank
1, and hence, all its columns are the same within a scaling
factor.

Finally, a noise-reduced SAR image is computed by aver-
aging these overlapping noise-reduced blocks.

65
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Simulation Data

Simulation data was used to illustrate the basic concept of
SAR imaging in order to provide the insights why the block-
based collaborative filtering technique works so well at
removing the noise floor.

A simulation data set was generated using a following
scenario. The radar travels along a linear path, transmits
impulse signals to the side of the vehicle (perpendicular to the
path of the vehicle), and captures the return data. Along the
path, the radar also records its coordinates at every transmit/
receive cycle. The coordinate measurement also introduces
errors in the measurement data. There are four point targets in
the scene. The data received by the radar are contaminated
with additive white noise from radio frequency interference
(RFI) sources external to the system.

FIG. 6 shows a SAR image generated from the return data
using the standard backprojection image formation algo-
rithm. Although the SAR image formation improves the SNR
by the integration across the aperture, the additive noise level
is still very high in the SAR image. In addition, the severe
sidelobes from the large-targets are much more challenging.
The energy from the main lobes of the large targets spreads to
the surrounding area. The error from the measured radar
position data causes the leaking of the energy from the main
lobes. The limitation of the aperture length is also the signifi-
cant source of the residual noise in the resulting image.

There are four simulated point targets in the SAR image.
The three high amplitude targets are obvious in the image.
They are located at the pixel coordinates (60,200), (100,250),
and (140,300), respectively. There, is a fourth point target that
exists in the SAR image at the coordinate (125,275). This
coordinate is at the midpoint between 2" and 3" targets. This
fourth target is not visible from the image since its radar cross
section (RCS) is so low that its response is masked by the
noise floor.

Instead of forming just one baseline SAR image in FIG. 6
using, conventional technique, we first generate many SAR
images of the same scene. Each SAR image is formed using
a randomly reduced aperture (randomly selecting only 80%
of the original aperture to form each image).

A key concept in Block-based Collaborative Filtering is a
collective matrix of collocated blocks on SAR images. All
collocated image blocks of the randomly reduced aperture
SAR images are vectorized to serve as columns of the collec-
tive matrix, which is denoted as C. The matrix C (from equa-
tion 14) is decomposed through singular value decomposition
(SVD) and can be rewritten as follows:

1
N

where a, are singular, values, u, and v,” are left singular
vectors and right singular vectors, respectively. N is the num-
ber of singular values of matrix C.

To understand the principle of this invention, the statistical
distribution of the singular values o, was investigated in two
cases:

i. when image blocks are associated with physical objects
and

ii. when image blocks are associated with noise.

Image blocks were selected around these four targets (blue
blocks). Two other image blocks were also selected that con-
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tain noise speckles (red blocks number 5 and 6). For each of
these six image blocks, a corresponding collective matrix is
formed and decomposed via singular value decomposition.
FIG. 7 depicts the distribution of those collective matrices’
singular values. As can be seen from this figure, with collec-
tive matrices of blue blocks that contain targets, the second
largest singular value is significantly smaller than the largest
singular value. Even with a very challenging target (number
4) with amplitude below the noise floor, the ratio between the
first singular value and the second singular value is relatively
large. On the other hand, with collective matrices of red
blocks that contain no targets, the ratio between the largest
and the second largest singular values is much smaller than
those for the target groups. This, observation illustrates a way
to classify a block that contains targets or not by looking at the
ratio between the largest and the second largest singular val-
ues of the collective matrix.

The reason why this ratio was large when a block contains
target objects was investigated. Consider the case when there
is no noise in the SAR image reconstruction. If the SAR
image reconstruction was perfect, all randomly reduced SAR
images would be exactly the same, and hence, all collocated
blocks would also be the same. As a result, the collective
matrix would have rank 1, which implies that all of the sin-
gular values, except for the largest one, are zero. The ratio
between the largest singular value and the second largest one
would be infinitely large in this extreme case. In reality, the
noise floor always exists, and thus, the second largest singular
value is nonzero. The largest singular value represents energy
of the signal part while the remaining singular values repre-
sent noise energy. Hence, when a block contains real back-
scatter responses from a target, the ratio between the largest
singular value and the second largest one will be large.

The resulting image is shown in FIG. 8. This image shows
all four targets, including the target 4, which represents one
very challenging case for a SAR imaging system. The noise
floor generated by the additive white noise and the sidelobes
is completely wiped out from the resulting image.

Real Radar Data

Usually, the application of any technique on real data is
much more challenging because of many unknown factors in
real systems.

FIG. 2A shows the baseline SAR image using the radar
data collected in forward-looking mode. The details of the
processing algorithm that include the baseline and the Recur-
sive Sidelobe Minimization imaging techniques are reported
in Nguyen, L., “Signal and Image Processing Algorithms for
the U.S. Army Research Laboratory Ultra-wideband (UWB)
Synchronous Impulse Reconstruction (SIRE) Radar,” ARL
Technical Report, ARL-TR-4784, April 2009. Note that the
SAR image is displayed using a very wide dynamic range (50
dB). Although many processing techniques have been applied
to produce the SAR image of FIG. 14, the noise floor is still
very high. The targets of interest in this case represent a very
challenging scenario, where it would be difficult to reliably
detect these small and low amplitude targets in the presence of
severe noise and sidelobes. FIG. 2B shows the same SAR
image that has been generated using the ARL. RECURSIVE
SIDELOBE MINIMIZATION technique [4]. Although the
noise floor in the SAR image of FIG. 2B has been reduced
significantly (more than 10 dB) and this performance was
unprecedented at that time, the residual noise level is still
visible. This would result in many false alarms that reduce the
system’s performance. In addition, even though all the targets
are detected in this case, the underlying data from Recursive
Sidelobe Minimization image only carry magnitude informa-
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tion. Thus, further discrimination features such as frequency
analysis would not be possible.

The invented technique is applied to the same data to gen-
erate the SAR image of FIG. 2C. From FIG. 2C, the SAR
image is virtually noise-free. All the targets of interest are
detected in the SAR image using the invented technique. FIG.
3 shows the downrange profiles through a target (located at
x=0 m, y=176 m in the images of FIG. 2A-2C) from both
Recursive Sidelobe Minimization image and the image using
the new invented technique. The downrange profiles show
that while the underlying data from the Recursive Sidelobe
Minimization image (red) contains only amplitude informa-
tion, the data from the image using the invented technique
(blue) preserve both phase and amplitude information, which
would be valuable for subsequent target discrimination and
classification stages.

Suppression of the multiplicative noise is a much more
challenging task since the noise level (sidelobes) is propor-
tional to the size (RCS) of the in-scene targets. Conventional
shift-invariant windows have been used to reduce or suppress
the sidelobe artifacts at the expense of resolution and reduced
SNR. A family of spatially variant apodization techniques (as
reported in H. C. Stankwitz, R. J. Dallaire, J. R. Fienup,
“Nonlinear Apodization for Sidelobe Control in SAR Imag-
ery,” IEEE Trans. on Aerospace and Electronic System, 31, 1,
(January 1995)) has been developed to address the sidelobes
problem. These spatially variant apodization techniques gen-
erate nonlinear imagery (the phase information is not pre-
served in the resulting imagery). U.S. Pat. No. 7,796,829
(hereby incorporated by reference) discloses a nonlinear
imaging technique called RECURSIVE SIDELOBE MINI-
MIZATION that has been shown to be very robust and sig-
nificantly reduce the noise level in real SAR imagery by 5-10
dB. U.S. patent application Ser. No. 12/881,364 discloses a
method of image formation by pixel classification wherein
pixel classification is used to classify each pixel of a sequence
of subaperture SAR images into a target class or noise class
based on a magnitude of the pixel’s normalized standard
deviation. If the normalized standard deviation is larger than
a threshold, the pixel is classified into the noise class. Other-
wise, the pixel is classified into the target class. Despite its
superior performance in noise suppression, image formation
by pixel classification still has two important features that
could be further improved. First, the image formation by pixel
classification technique is still based on nonlinear signal pro-
cessing technique. The pixel classification process (real
object/noise) is computed using magnitude data, and thus, the
results are also magnitude imagery. This type of imagery is
appropriate for applications that only require magnitude
information. However, the complex imagery contains much
more information (phase and frequency response), which
may be the key for target discrimination and classification.
Although the target/noise classification information from
image formation by pixel classification could be employed in
conjunction with the baseline complex imagery to derive the
noise reduced complex imagery, this indirect operation could
result in the discontinuity in the complex imagery. Second,
the pixel classification process image formation by pixel clas-
sification depends on the statistics of a single pixel across
multiple iterations, thus does not capture the local spatial
correlation across many pixels from the same object.

This new invention may significantly improve the perfor-
mance as well as the robustness of the Recursive Sidelobe
Minimization and image formation by pixel classification
techniques. The new invention also generates virtually noise-
free imagery and providing both amplitude and phase infor-
mation. The key innovative concept in this invention is col-
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laborative filtering of overlapping blocks of pixels from many
realizable sparse aperture SAR images. Blocks of pixels are
first classified into either target class (physical objects) or
non-target class (noise; sidelobes) based on statistics of sin-
gular values of the constructed collaboration matrix. If a
block of pixels is classified to be associated with a physical
object, its value is computed from the largest singular value of
the constructed collaboration matrix and its associated singu-
lar vectors. Otherwise, the block is assumed to come from a
non-physical object (noise source) and its value is simply
zeroed out.

This new invention has two main advantages over Recur-
sive Sidelobe Minimization and image formation by pixel
classification techniques. First, the block classification pro-
cess in block based collaborative filtering is computed using
bipolar complex image data, thus the resulting complex
image data are directly obtained. This information from the
full complex data (instead of magnitude data as in Recursive
Sidelobe Minimization or image formation by pixel classifi-
cation) is the key for target discrimination and classification.
Second, block-based collaborative filtering feature in the new
invention is more robust than the current state-of-the-art
image formation by pixel classification due to the block clas-
sification process (using complex data) rather than a single
pixel classification process (using magnitude data). Block
classification exploits spatial correlation among neighbor
pixels better than single pixel classification. Block classifica-
tion is less susceptible to the threshold parameter as the
threshold tends to be more stable over block-level than over
pixel-level in image formation by pixel classification. In addi-
tion, this invention classifies overlapping blocks and then
“denoises” them. The final SAR image is computed from
averaging those “denoised” overlapping blocks. A pixel,
which belongs to multiple overlapping blocks; is classified
and then denoised multiple times. As a result, the new
invented technique is less susceptible to pixel misclassifica-
tion than image formation by pixel classification.

It should be emphasized that the above-described embodi-
ments are merely possible examples of implementations.
Many variations and modifications may be made to the above-
described embodiments. All such modifications and varia-
tions are intended to be included herein within the scope of
the disclosure and protected by the following claims. The
term “processor” as used herein includes multiprocessors,
computers, supercomputers, data processor, laptops, signal
processors, personal computers, and/or any component
which processes data, including an image generator. The term
“image generator” as used herein includes, a processor which
generate images and/or any element or component, including
components within a processor, which generate images. The
term “comparator” as used herein means a component within
a processor operative to complete a comparison function or a
separate processor or component which compares sets of data
in order to determine lesser or equal values.

The present invention may be utilized in radar imaging,
magnetic resonance imaging, CAT scans, sonar imaging,
acoustical imaging and the like. The resulting benefits are a)
extremely high contrast images with the almost noise-free
level while preserving all the phase and amplitude informa-
tion; b) detection of targets with very small amplitudes, espe-
cially located in the proximity of other large manmade and
natural objects; ¢) the discrimination between various types
of'targets; and d) the significant reduction in false alarm rate.
These benefits will lead to the implementation of a practical
system for detecting very difficult targets, which is the
obstacle that most radar systems are facing today. Some
examples include 1) the SAR imaging of the ship or building
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interiors, where the response from targets of interest are much
smaller than that from the sidelobes of structure of the ships or
buildings; 2) the detection of buried mines and improvised
explosive devices (IEDs) along and on the sides of the road,
where the responses of the buried mines IEDs are signifi-
cantly smaller than that of the environment and jamming
noise, and other manmade objects, blushes, and trees along
the road; and, 3) the detection of difficult targets (abnormal
features, tumors) in medical imaging application.

The term “bitmap” is derived from a mapped array of bits,
and bitmapped and pixmap refer to the similar concept of a
spatially mapped array of pixels. The term “bitmapped” as
used herein encompasses pixmap. The term “bitmapped”
means a set of bits that represents a graphic image, with each
bit or group of bits corresponding to a pixel. As used in the
following claims, the term “bitmapped” encompasses all
images formed using pixels. For example, all images acquired
by digital cameras and camcorders, scanners, and screen cap-
ture programs are bitmapped images.

As used in the following claims, the term “processor”
means one or more processing units, central processing units,
processor cores, microprocessors, digital signal processors,
multiprocessors, computers, and/or controllers, which may
be connected together or to other circuitry in a manner known
to those of ordinary skill in the art.

As used in the foregoing claims, the terminology “area”
includes object(s), person(s), setting, place, or scene. For
example, “scanning an area” includes scanning an object or
objects, person or persons; place or scene. The terminology
positional data includes but is not limited to spatial informa-
tion relating to location.

Asusedherein, the terminology “target” or “target area,” as
used in the specification and claims, means stationary or
moving target, object, person or persons, scene, vehicle or
vehicles and includes object(s), area, person(s), setting, place,
or scene.

As used herein, the terminology “mosaic” refers to the
formation of an image using the assemblage of small pieces or
portions of an image which may or may not be overlapping.

As used herein the terminology “block”™ includes a rect-
angle, polygon, circle, oval, square or any shape which
defines an area.

As used herein and in the following claims, the terminol-
ogy “data point” “data point” represents the received signal
radar data from each position obtained during an instant or
interval in time combined with positional information. The
positioning information may, for example, correspond to the
transmitting and/or receiving-position or location. The data
points may be collected by either an array of elements or a
single moving element which receives data at points in time,
or the combination of both; e.g., a physical array of elements
with the elements moving over increments of time. The data
collection may be sporadic or at specific intervals of time. As
exemplified in FIG. 6, data points are obtained using an array
of receiving elements which receive data incrementally. The
data points are arranged to form an aperture.

As used herein, the term “aperture’” means the information
or data components used to form an image; which may be for
example, an array of data points developed from a scanned
area, target or scene which can be used to form an image. As
an example, in the apertures depicted in FIG. 6, each column
represents an interval during which the 1-k elements receive
data; each data point representing the image data from the
signal received combined with the coordinates of the receiv-
ing element.

As used herein and in the following claims, the terminol-
ogy “aperture” refers to the collection of K data records along
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the path (or aperture) of travel of the emitting radar or signal
source. In general, the aperture could be a line, a curve, a
circle, or any arbitrary shape. The receiving element k from
the aperture is located at the coordinate (xz(k), yz(k), Zz(k)).
For bistatic radar (the transmitting antenna is separate from
the receiving antenna) the transmitting element k from the
aperture is located at the coordinate (x {(k), y #(k), z{(k)). For
monostatic radar (the transmitting antenna is the same as or
co-located with the receiving antenna) the transmitting coor-
dinates (x {k), y k), z;(k)) would be the same as the receiv-
ing coordinates (Xz(k), yz(k), Zz(k)). Since the monostatic
radar case is a special case of the bistatic radar configuration,
the algorithm described here is applicable for both configu-
rations. The returned radar signal at this receiving element k
is 5,(t). In order to form an image from the area of interest, we
form an imaging grid that consists of N image pixels. Each
pixel P, from the imaging grid is located at coordinate (x,,(1),
¥,(1), z,(1)). The imaging grid is usually defined as a 2-D
rectangular shape. In general, however, the image grid could
be arbitrary. For example, a 3-D imaging grid would be
formed for ground penetration radar to detect targets and
structures buried underground. Another example is 3-D
image of inside human body.

After the data points are established in an aperture (or
array), as, for example, diagrammatically shown in FIG. 6, a
substantial portion of data points are removed from the origi-
nal aperture (array of data points) to form a “subarray” or
“subapperture.” Conversely, the “subarray” or “subaperture”
may be formed by the selection of data points within the
original aperture.

The terminology “singular value decomposition (SVD)” as
defined in Wikipedia means the factorization of a real or
complex matrix. Formally, the singular value decomposition
of'an mxn real or complex matrix M is a factorization of the
form

M=UZV*,

where U is an mxm real or complex unitary matrix, 2 is an
mxn rectangular diagonal matrix with nonnegative real num-
bers on the diagonal, and V*(the conjugate transpose of V) is
an nxn real or complex unitary matrix. The diagonal entries
2, ;,of X areknown as the singular values of M. The m columns
ot'U and the n columns of V are called the left singular vectors
and right singular vectors of M, respectively. The singular
value decomposition and the eigendecomposition are closely
related. Namely (1) The left singular vectors of Mare eigen-
vectors of, (2) The right singular vectors of Mare eigenvectors
of M*M and (3) The non-zero singular values of M (found on
the diagonal entries of J are the square roots of the non-zero
eigenvalues of both M*M and M M*. As an example, suppose
Suppose M is an mxn matrix whose entries come from the
field K, which is either the field of real numbers or the field of
complex numbers. Then there exists a factorization of the
form M=UXV*.

where U is an mxm real or complex unitary matrix, 2 is an
mxn rectangular diagonal matrix with nonnegative real num-
bers on the diagonal (zeroes otherwise), and V* (the conju-
gate transpose of V) is an nxn real or complex unitary, matrix.
The diagonal entries Zi,i of 2 are known as the singular values
of M. The m columns of U and the n columns of V are called
the left singular vectors and right singular vectors of M,
respectively.

The foregoing description of the specific embodiments are
intended to reveal the general nature of the embodiments
herein that others can, by applying current knowledge, readily
modify and/or adapt for various applications such specific
embodiments without departing from the generic concept,
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and, therefore, such adaptations and modifications should and
are intended to be comprehended within the meaning and
range of equivalents of the disclosed embodiments. It is to be
understood that the phraseology or terminology employed
herein is for the purpose of description and not of limitation.
Therefore, while the embodiments herein have been
described in terms of preferred embodiments, those skilled in
the art will recognize that the embodiments herein can be
practiced with modification within the spirit and scope of the
appended claims.

The invention claimed is:

1. A method for generating enhanced images of a target
area using projection data obtained using electromagnetic
radiation, the method comprising:

transmitting electromagnetic radiation using a transmitter;

receiving electromagnetic radiation using a receiver;

using at least one processor, forming an initial aperture of
data points containing positional information of the
transmitter and receiver of the electromagnetic radiation
and an associated data record;
randomly removing data points from the initial aperture to
form subapertures with randomly missing data points;

creating a subset of data points from each of the plurality of
subapertures, the subsets containing data points contain-
ing image data for portions of the target area which are
the same or overlapping;
comparing the subsets of data points to determine varia-
tions in the data points indicative of transient data;

based upon the comparison between overlapping subsets
of image data, determining whether the subsets of data
points comprise image data relating to physical objects
or noise.

2. The method of claim 1 further comprising the step of
forming a collaboration matrix and wherein the subapertures
of data points are divided into a plurality of overlapping
subsets of data points, and wherein the subsets of data points
are converted to a column vector within the collaboration
matrix, and wherein the collaboration matrix is decomposed
using the standard singular value decomposition method
wherein the collaboration matrix C is decomposed
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where U matrix is an MxM real or complex unitary matrix, o
matrix is an MxN rectangular diagonal matrix with nonnega-
tive real numbers on the diagonal, and V7 (the conjugate
transpose of V) is an NxN real or complex unitary, matrix, and
wherein if the ratio of ., /a., is at or above threshold value the
corresponding subset of data points is used to form the
enhanced image and if the ratio is below the threshold value,
the corresponding subset of data is determined not to relate to
physical objects and is set to zero or discarded.

3. The method of claim 1 wherein if the subsets of data
points are determined to relate to physical objects, they are
used to form a composite mosaic image and if the subsets of
data are found to contain transient data, they are discarded.

4. The method of claim 1 wherein the image is formed from
projection data formed using electromagnetic radiation that
irradiates an area, the electromagnetic radiation being trans-
mitted by at least one transmitter and received by at least one
receiver, and wherein the plurality of image frames of an area
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comprise data points forming an initial aperture, each data
point comprising positional information of the receiving
input, positional information of the transmitting output, and
the data record.

5. The method of claim 2 wherein the each initial aperture
comprises a set of data points containing image data for a
generating an image of a predetermined area and wherein the
step of randomly removing data points from the initial aper-
ture comprises randomly removing data points so as to form
a subaperture with data points removed at random locations,
the subapertures varying from one another in that although
some have common data points, other subapertures varying in
that different data points have been randomly removed.

6. The method of claim 1 wherein subsets of data points
within the subapertures represent image data from the same
or overlapping portions of the target area, and wherein the
subsets of data are compared for variances, and wherein the
subsets with variances are discarded and the subsets substan-
tially without variances are mosaically combined to form an
enhanced image, and wherein the subsets of data points retain
the positional data of the receiver and transmitter as well as
the associated data record so as to enable creation of an
enhanced image while retaining the vector data format con-
taining the positional data of the receiver and transmitter and
associated data record.

7. The method of claim 6 wherein the comparing the sub-
sets of data points comprises forming collaboration matrices
from the subsets of data and using statistics compiled using
singular values calculated from the constructed collaboration
matrices to determine whether or not the subset should be
used to form the enhanced image.

8. The method of claim 7 wherein if a subset is classified to
be associated with a physical object, its value is computed
from the largest singular value of the constructed collabora-
tion matrix and its associated singular vectors; otherwise, the
subset is assumed to come from a non-physical source or
noise source and it is given a zero value.

9. The method of claim 1 wherein the method is used to
suppress both additive and multiplicative noise, and may be
utilized to generate bipolar complex SAR imagery that is
substantially noise-free.

10. A system for generating enhanced images of a target
area using projection data obtained using electromagnetic
radiation, the system comprising:

at least one transmitter configured to transmit electromag-

netic radiation, at least one receiver configured to
receive electromagnetic radiation;
at least one processor operatively connected to the at least
one receiver, the at least one processor having at least
one input for inputting the projection data and at least
one output for outputting enhanced image data, the at
least one processor operating to perform the following:

forming an initial aperture of data points containing posi-
tional information of the transmitter and receiver of the
electromagnetic radiation and an associated data record;

randomly removing data points from the initial aperture to
form subapertures with randomly missing data points;

creating a subset of data points from each of the plurality of
subapertures, the subsets containing data points contain-
ing image data for portions of the target area which are
the same or overlapping;
comparing the subsets of data points to determine varia-
tions in the data points indicative of transient data;

based upon the comparison between overlapping subsets
of image data, determining whether the subsets of data
points comprise image data relating to physical objects
or noise.
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11. The system of claim 10 wherein the at least one pro-
cessor operates to form a collaboration matrix, and wherein
the subapertures of data points created by the at least one
processor randomly removing data points from the initial
aperture are divided by the at least one processor into a
plurality of overlapping subsets of data points, and wherein
the subsets of data points are converted by the at least one
processor to a column vector within the collaboration matrix,
and wherein the collaboration matrix is decomposed using
the standard singular value decomposition method, and
wherein the ratio of the first and second of the plurality of
singular values is used by the at least one processor to deter-
mine a threshold value, and wherein if the ratio is at or above
threshold value the corresponding subset of data points is
used to form the enhanced image and if the ratio is below the
threshold value, the corresponding subset of data is deter-
mined not to relate to physical objects and is set to zero or
discarded.

12. The system of claim 10 wherein if the subsets of data
points are determined by the at least one processor to relate to
physical objects, the subsets are used by the at least one
processor to form a composite mosaic and the at least one
processor discards or sets to zero subsets of data points that
are found to contain transient data.

13. The system of claim 10 wherein the system is a syn-
thetic aperture radar system, and wherein the at least one
processor operates to form the image from projection data
formed using electromagnetic radiation that irradiates an
area, the electromagnetic radiation being transmitted by at
least one transmitter and received by at least one receiver, and
wherein the plurality of image frames of an area comprise
data points forming an initial aperture; each data point com-
prising positional information of the receiving input, posi-
tional information of the transmitting output, and the data
record.

14. The system of claim 10 wherein the initial aperture
comprises a set of data points containing image data for
generating an image of a predetermined area and wherein the
at least one processor operates to randomly remove data
points from the initial aperture so as to form a subaperture
with data points removed at random locations, the subaper-
tures varying from one another in that although some have
common data points, other subapertures varying in that dif-
ferent data points have been randomly removed.

15. The system of claim 13 wherein subsets of data points
within the subapertures represent image data from the same
or overlapping portions of the target area, and wherein the
subsets of data are compared by the at least one processor for
variances, and wherein the subsets above a predetermined
threshold of variances are discarded and the subsets below the
predetermined threshold are mosaically combined to formed
an enhanced image, and wherein the subsets of data points
retain the positional data of the receiver and transmitter as
well as the associated data record so as to enable creation of
an enhanced image while retaining the vector data format
containing the positional data of the receiver and transmitter
and associated data record.

16. The system of claim 15 wherein the comparing of the
subsets of data points comprises forming collaboration matri-
ces from the subsets of data and using statistics compiled
using singular values calculated from the constructed col-
laboration matrices to determine whether or not the subset
should be used to form the enhanced image.

17. The system of claim 16 wherein if a subset is classified
to be associated with a physical object, the value of the subset
is computed from the largest singular value of the constructed
collaboration matrix and its associated singular vectors; oth-
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erwise, the subset is assumed to come from a non-physical
source or noise source and is given a zero value.

18. The system of claim 10 wherein the at least one pro-
cessor operates to suppress both additive and multiplicative
noise, and wherein the system may be utilized to generate 5
bipolar complex SAR imagery that is substantially noise-free.
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